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Long term goal for direct characterisation: 
unresolved `images’, low-resolution spectra
just achievable today for young giant planets at tens of AU

not before 2025 for Earth-like planets
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Fig. 6. Measured planetary radii for HD189733b at optical and near-infrared wavelengths. Plotted are the results from our
NICMOS narrowband photometry (black dots), along with the NICMOS grism spectrum (red squares) from Swain et al. (2008),
and ACS grism spectrum (green dots) from Pont et al. (2008). The 1-σ error bars on the fit radii are indicated (y-axis error bars),
along with the wavelength range of each observation (x-axis error bars, grey vertical bars). Also plotted (purple) is the prediction
by Rayleigh scattering due to haze from Lecavelier et al. (2008a), projected here into the near-infrared along with the 1-σ error
on the predicted slope (purple, dashed lines). The NICMOS spectrum from Swain et al. (2008) is quoted as being uncertain in
its absolute flux level by ±2×10−4 (±0.00064 Rpl/R!), an offset of -0.00042 Rpl/R! was applied here for comparison reasons such
that the values at 1.87 µm match. Our 1.66µm results are in disagreement with the both the Swain et al. spectra and the expected
H2O atmospheric signature (blue dots), but are in excellent agreement with the predicted planetary radii values from atmospheric
haze.

dynamic weather processes would seem a plausible scenario,
especially given the seemingly variable emission spectrum
results from Spitzer (Grillmair et al. 2007, 2008). However,
we find the transmission variability scenario difficult to sub-
stantiate, particularly with the large systematic errors in-
herent with NICMOS grism observations, which can com-
promise precision photometric work. In order for the vari-
ability scenario to be viable, the optically thick absorbing
haze would have to clear out of the atmosphere, over the en-
tire limb, down to altitudes at least 6.7 scale heights lower
(∼1200 km) to reveal the full extent of the H2O feature.
The haze would also have to clear for only the single epoch
of the Swain et al. (2008) HST visit, but not during the
seven epochs of the HST visits between Pont et al. (2008)
and this work. Likely, the variability scenario is also de-
pendent upon the haze composition, and the transmission
spectrum would be difficult to vary with non-condensate
Rayleigh scattering candidates such as H2 (Lecavelier des
Etangs et al. 2008a). We note that in our HST visits span-
ning five months, no significant visit-to-visit planet radius
differences were observed at either wavelength, after cor-
rection for non-occulted stellar spots. At 1.66 µm we find
radii of 0.1545±0.0004 and 0.1551±0.0006 Rpl/R! for vis-

its #2 and 4, respectively, while at 1.88 µm we find radii
of 0.1549±0.0003 and 0.1558±0.0004 Rpl/R! for visits #1
and 5, respectively.

HST NICMOS slit-less grisms have a number of instru-
ment related systematic effects that appear in precision
photometry. These effects include detector wavelength de-
pendancies such as the flat field, sensitivity, PSF, and reso-
lution which interact in a complex manner with telescope’s
PSF stability and pointing accuracy. With these effects,
typical transit programs with HST NICMOS grisms tend
to exhibit large intra-orbit flux variations as the telescope
thermally relaxes from day-to-night and orbit-to-orbit flux
variations largely dependent on the grating filter wheel po-
sition and spectral trace (see Fig. 1 & 2 of Carter et al.
2009). In addition, the low resolution Nic 3 camera used
for grism observations is highly under-sampled leading to
large intra-pixel sensitivities, though these can be largely
averaged out by defocusing the detector. The importance of
systematic errors resulting from the grating filter wheel po-
sition on HD189733b’s spectrum can be seen in the emission
spectrum from Swain et al. (2009). This spectrum shows
nonphysical results (with negative planet fluxes) at the
blue-edge of the spectrum. At the edges, the spectral trace
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NICMOS narrowband photometry (black dots), along with the NICMOS grism spectrum (red squares) from Swain et al. (2008),
and ACS grism spectrum (green dots) from Pont et al. (2008). The 1-σ error bars on the fit radii are indicated (y-axis error bars),
along with the wavelength range of each observation (x-axis error bars, grey vertical bars). Also plotted (purple) is the prediction
by Rayleigh scattering due to haze from Lecavelier et al. (2008a), projected here into the near-infrared along with the 1-σ error
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its absolute flux level by ±2×10−4 (±0.00064 Rpl/R!), an offset of -0.00042 Rpl/R! was applied here for comparison reasons such
that the values at 1.87 µm match. Our 1.66µm results are in disagreement with the both the Swain et al. spectra and the expected
H2O atmospheric signature (blue dots), but are in excellent agreement with the predicted planetary radii values from atmospheric
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dynamic weather processes would seem a plausible scenario,
especially given the seemingly variable emission spectrum
results from Spitzer (Grillmair et al. 2007, 2008). However,
we find the transmission variability scenario difficult to sub-
stantiate, particularly with the large systematic errors in-
herent with NICMOS grism observations, which can com-
promise precision photometric work. In order for the vari-
ability scenario to be viable, the optically thick absorbing
haze would have to clear out of the atmosphere, over the en-
tire limb, down to altitudes at least 6.7 scale heights lower
(∼1200 km) to reveal the full extent of the H2O feature.
The haze would also have to clear for only the single epoch
of the Swain et al. (2008) HST visit, but not during the
seven epochs of the HST visits between Pont et al. (2008)
and this work. Likely, the variability scenario is also de-
pendent upon the haze composition, and the transmission
spectrum would be difficult to vary with non-condensate
Rayleigh scattering candidates such as H2 (Lecavelier des
Etangs et al. 2008a). We note that in our HST visits span-
ning five months, no significant visit-to-visit planet radius
differences were observed at either wavelength, after cor-
rection for non-occulted stellar spots. At 1.66 µm we find
radii of 0.1545±0.0004 and 0.1551±0.0006 Rpl/R! for vis-

its #2 and 4, respectively, while at 1.88 µm we find radii
of 0.1549±0.0003 and 0.1558±0.0004 Rpl/R! for visits #1
and 5, respectively.

HST NICMOS slit-less grisms have a number of instru-
ment related systematic effects that appear in precision
photometry. These effects include detector wavelength de-
pendancies such as the flat field, sensitivity, PSF, and reso-
lution which interact in a complex manner with telescope’s
PSF stability and pointing accuracy. With these effects,
typical transit programs with HST NICMOS grisms tend
to exhibit large intra-orbit flux variations as the telescope
thermally relaxes from day-to-night and orbit-to-orbit flux
variations largely dependent on the grating filter wheel po-
sition and spectral trace (see Fig. 1 & 2 of Carter et al.
2009). In addition, the low resolution Nic 3 camera used
for grism observations is highly under-sampled leading to
large intra-pixel sensitivities, though these can be largely
averaged out by defocusing the detector. The importance of
systematic errors resulting from the grating filter wheel po-
sition on HD189733b’s spectrum can be seen in the emission
spectrum from Swain et al. (2009). This spectrum shows
nonphysical results (with negative planet fluxes) at the
blue-edge of the spectrum. At the edges, the spectral trace

Swain et al. (2008): 
H20, CH4, CO? 
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dynamic weather processes would seem a plausible scenario,
especially given the seemingly variable emission spectrum
results from Spitzer (Grillmair et al. 2007, 2008). However,
we find the transmission variability scenario difficult to sub-
stantiate, particularly with the large systematic errors in-
herent with NICMOS grism observations, which can com-
promise precision photometric work. In order for the vari-
ability scenario to be viable, the optically thick absorbing
haze would have to clear out of the atmosphere, over the en-
tire limb, down to altitudes at least 6.7 scale heights lower
(∼1200 km) to reveal the full extent of the H2O feature.
The haze would also have to clear for only the single epoch
of the Swain et al. (2008) HST visit, but not during the
seven epochs of the HST visits between Pont et al. (2008)
and this work. Likely, the variability scenario is also de-
pendent upon the haze composition, and the transmission
spectrum would be difficult to vary with non-condensate
Rayleigh scattering candidates such as H2 (Lecavelier des
Etangs et al. 2008a). We note that in our HST visits span-
ning five months, no significant visit-to-visit planet radius
differences were observed at either wavelength, after cor-
rection for non-occulted stellar spots. At 1.66 µm we find
radii of 0.1545±0.0004 and 0.1551±0.0006 Rpl/R! for vis-

its #2 and 4, respectively, while at 1.88 µm we find radii
of 0.1549±0.0003 and 0.1558±0.0004 Rpl/R! for visits #1
and 5, respectively.

HST NICMOS slit-less grisms have a number of instru-
ment related systematic effects that appear in precision
photometry. These effects include detector wavelength de-
pendancies such as the flat field, sensitivity, PSF, and reso-
lution which interact in a complex manner with telescope’s
PSF stability and pointing accuracy. With these effects,
typical transit programs with HST NICMOS grisms tend
to exhibit large intra-orbit flux variations as the telescope
thermally relaxes from day-to-night and orbit-to-orbit flux
variations largely dependent on the grating filter wheel po-
sition and spectral trace (see Fig. 1 & 2 of Carter et al.
2009). In addition, the low resolution Nic 3 camera used
for grism observations is highly under-sampled leading to
large intra-pixel sensitivities, though these can be largely
averaged out by defocusing the detector. The importance of
systematic errors resulting from the grating filter wheel po-
sition on HD189733b’s spectrum can be seen in the emission
spectrum from Swain et al. (2009). This spectrum shows
nonphysical results (with negative planet fluxes) at the
blue-edge of the spectrum. At the edges, the spectral trace

Pont et al. (2008): Haze 

Swain et al. (2008): 
H20, CH4, CO? 
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dynamic weather processes would seem a plausible scenario,
especially given the seemingly variable emission spectrum
results from Spitzer (Grillmair et al. 2007, 2008). However,
we find the transmission variability scenario difficult to sub-
stantiate, particularly with the large systematic errors in-
herent with NICMOS grism observations, which can com-
promise precision photometric work. In order for the vari-
ability scenario to be viable, the optically thick absorbing
haze would have to clear out of the atmosphere, over the en-
tire limb, down to altitudes at least 6.7 scale heights lower
(∼1200 km) to reveal the full extent of the H2O feature.
The haze would also have to clear for only the single epoch
of the Swain et al. (2008) HST visit, but not during the
seven epochs of the HST visits between Pont et al. (2008)
and this work. Likely, the variability scenario is also de-
pendent upon the haze composition, and the transmission
spectrum would be difficult to vary with non-condensate
Rayleigh scattering candidates such as H2 (Lecavelier des
Etangs et al. 2008a). We note that in our HST visits span-
ning five months, no significant visit-to-visit planet radius
differences were observed at either wavelength, after cor-
rection for non-occulted stellar spots. At 1.66 µm we find
radii of 0.1545±0.0004 and 0.1551±0.0006 Rpl/R! for vis-

its #2 and 4, respectively, while at 1.88 µm we find radii
of 0.1549±0.0003 and 0.1558±0.0004 Rpl/R! for visits #1
and 5, respectively.

HST NICMOS slit-less grisms have a number of instru-
ment related systematic effects that appear in precision
photometry. These effects include detector wavelength de-
pendancies such as the flat field, sensitivity, PSF, and reso-
lution which interact in a complex manner with telescope’s
PSF stability and pointing accuracy. With these effects,
typical transit programs with HST NICMOS grisms tend
to exhibit large intra-orbit flux variations as the telescope
thermally relaxes from day-to-night and orbit-to-orbit flux
variations largely dependent on the grating filter wheel po-
sition and spectral trace (see Fig. 1 & 2 of Carter et al.
2009). In addition, the low resolution Nic 3 camera used
for grism observations is highly under-sampled leading to
large intra-pixel sensitivities, though these can be largely
averaged out by defocusing the detector. The importance of
systematic errors resulting from the grating filter wheel po-
sition on HD189733b’s spectrum can be seen in the emission
spectrum from Swain et al. (2009). This spectrum shows
nonphysical results (with negative planet fluxes) at the
blue-edge of the spectrum. At the edges, the spectral trace

Pont et al. (2008): Haze 

Swain et al. (2008): 
H20, CH4, CO? 

Sing et al. (2009): ???
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Figure 2. NICMOS image of HD 189733 taken with the G206
grism. The blue line marks the centroids of the first-order spec-
trum of HD 189733, with the green lines flanking representing the
extent of the extraction region. Immediately left is the second-
order spectrum, and below is a companion star to HD 189733.
The bright band at the right of the detector is a feature of G206
grism spectra, caused by the warm edge of the aperture mask.

was used to extract the flux for each wavelength channel,

after subtraction of a background value for each pixel. A

width of 35 pixels was chosen to minimise the RMS in the

white light curve of orbits 2, 4 and 5. This was repeated for

90 pixel columns along the dispersion axis. The extraction

regions used are marked in Fig. 2. For the background sub-

traction, we experimented with various techniques. First, a

global background subtraction was used, similarly to S08.

The background was taken to be the average of a large un-

illuminated region above the spectral trace (we tested using

different regions). This is not ideal, as previously mentioned

the background varies spatially over the detector. As a first

order correction, we instead calculated the background sep-

arately for each pixel column, as the average value of the

un-illuminated region above the spectral trace along the col-

umn. Again we note that this does not provide a satisfac-

tory correction, as the background varies along both x and y.

Both global and wavelength dependent corrections were used

for the subsequent analysis. For the remainder of this paper,

we will display results from data that is not flat-fielded, and

using separate columns for background subtraction, but our

conclusions remain the same for each case.

Extracted spectra from a typical in-transit and out-of-

transit observation are shown in Fig. 3, giving approximately

430 000 electrons in the brightest pixel channel, and approx-

imately 120 000 electrons in the faintest channel. The fea-

tures in the spectra do not correspond to real stellar fea-

tures, but result in variation of the sensitivity of the grism

with wavelength. Each wavelength channel in the 1D spec-

tra is then used to construct a time-series, after binning in

5 pixels along the dispersion direction, resulting in 18 light

Figure 3. Extracted 1D spectra of a typical in-transit (green)
and out-of-transit (blue) observation of HD 189733 showing the
number of electrons collected per pixel channel. The wavelength
decreases with increasing x position.

Figure 4. Raw ‘white’ light curve of HD 189733 obtained by in-
tegrating the flux from each spectra over all wavelengths, showing
the sampling of the transit, alongside its best-fit model. While all
orbits are seen to suffer from systematics, orbit one exhibits by
far the largest, commonly attributed to spacecraft ‘settling’, and
is excluded from subsequent analysis.

curves. A ‘white’ light curve was constructed by integrating

the flux over the entire wavelength range for each image.

This was extended to include 110 pixel columns, which min-

imises systematics arising from small changes in the position

of the spectral trace. This is plotted in Fig. 4, and shows the

sampling of the light curve over the five orbits. Systemat-

ics are evident in each orbit, but particularly for orbit one.

This is commonly found in similar NICMOS data (see e.g.

Sects. 3.1 and 4.1). It is attributed to spacecraft ‘settling’

(e.g. S08; Pont et al. 2009), and orbit one is excluded for the

remainder of this work.

The raw light curves are shown in Fig. 5 for each of the

18 wavelength channels, after normalising by fitting a line

through orbits 2, 4 and 5, and dividing the light curves by

this function. The light curves are clearly seen to exhibit

strong time-correlated noise, which needs to be removed if

c� 2002 RAS, MNRAS 000, 1–17
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Figure 2. NICMOS image of HD 189733 taken with the G206
grism. The blue line marks the centroids of the first-order spec-
trum of HD 189733, with the green lines flanking representing the
extent of the extraction region. Immediately left is the second-
order spectrum, and below is a companion star to HD 189733.
The bright band at the right of the detector is a feature of G206
grism spectra, caused by the warm edge of the aperture mask.
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Figure 3. Extracted 1D spectra of a typical in-transit (green)
and out-of-transit (blue) observation of HD 189733 showing the
number of electrons collected per pixel channel. The wavelength
decreases with increasing x position.

Figure 4. Raw ‘white’ light curve of HD 189733 obtained by in-
tegrating the flux from each spectra over all wavelengths, showing
the sampling of the transit, alongside its best-fit model. While all
orbits are seen to suffer from systematics, orbit one exhibits by
far the largest, commonly attributed to spacecraft ‘settling’, and
is excluded from subsequent analysis.
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Figure 2. NICMOS image of HD 189733 taken with the G206
grism. The blue line marks the centroids of the first-order spec-
trum of HD 189733, with the green lines flanking representing the
extent of the extraction region. Immediately left is the second-
order spectrum, and below is a companion star to HD 189733.
The bright band at the right of the detector is a feature of G206
grism spectra, caused by the warm edge of the aperture mask.

was used to extract the flux for each wavelength channel,

after subtraction of a background value for each pixel. A

width of 35 pixels was chosen to minimise the RMS in the

white light curve of orbits 2, 4 and 5. This was repeated for

90 pixel columns along the dispersion axis. The extraction

regions used are marked in Fig. 2. For the background sub-

traction, we experimented with various techniques. First, a

global background subtraction was used, similarly to S08.

The background was taken to be the average of a large un-

illuminated region above the spectral trace (we tested using

different regions). This is not ideal, as previously mentioned

the background varies spatially over the detector. As a first

order correction, we instead calculated the background sep-

arately for each pixel column, as the average value of the

un-illuminated region above the spectral trace along the col-

umn. Again we note that this does not provide a satisfac-

tory correction, as the background varies along both x and y.

Both global and wavelength dependent corrections were used

for the subsequent analysis. For the remainder of this paper,

we will display results from data that is not flat-fielded, and

using separate columns for background subtraction, but our

conclusions remain the same for each case.

Extracted spectra from a typical in-transit and out-of-

transit observation are shown in Fig. 3, giving approximately

430 000 electrons in the brightest pixel channel, and approx-

imately 120 000 electrons in the faintest channel. The fea-

tures in the spectra do not correspond to real stellar fea-

tures, but result in variation of the sensitivity of the grism

with wavelength. Each wavelength channel in the 1D spec-

tra is then used to construct a time-series, after binning in

5 pixels along the dispersion direction, resulting in 18 light

Figure 3. Extracted 1D spectra of a typical in-transit (green)
and out-of-transit (blue) observation of HD 189733 showing the
number of electrons collected per pixel channel. The wavelength
decreases with increasing x position.

Figure 4. Raw ‘white’ light curve of HD 189733 obtained by in-
tegrating the flux from each spectra over all wavelengths, showing
the sampling of the transit, alongside its best-fit model. While all
orbits are seen to suffer from systematics, orbit one exhibits by
far the largest, commonly attributed to spacecraft ‘settling’, and
is excluded from subsequent analysis.

curves. A ‘white’ light curve was constructed by integrating

the flux over the entire wavelength range for each image.

This was extended to include 110 pixel columns, which min-

imises systematics arising from small changes in the position

of the spectral trace. This is plotted in Fig. 4, and shows the

sampling of the light curve over the five orbits. Systemat-

ics are evident in each orbit, but particularly for orbit one.

This is commonly found in similar NICMOS data (see e.g.

Sects. 3.1 and 4.1). It is attributed to spacecraft ‘settling’

(e.g. S08; Pont et al. 2009), and orbit one is excluded for the

remainder of this work.

The raw light curves are shown in Fig. 5 for each of the

18 wavelength channels, after normalising by fitting a line

through orbits 2, 4 and 5, and dividing the light curves by

this function. The light curves are clearly seen to exhibit

strong time-correlated noise, which needs to be removed if

c� 2002 RAS, MNRAS 000, 1–17

University of Exeter — Astrophysics Group / CGAFD Rolling Grant Application — June 2008

Figure 3: Hubble Space Telescope time series for the transiting planet
system HD 189733 in ten wavelength intervals between 0.6 and 1.05 mi-
crons (Pont et al. 2008). The transmission spectrum of the planetary at-
mosphere is imprinted in these data as minute depth differences in the
transit signals.

Analysis of Space Telescope spectroscopic time series Transmission spectroscopy with the HST presents specific
data analysis challenges. The global signal-to-noise of the data is enormous, because the target stars are very bright
for the 2.4 m HST mirror. The spectrum typically saturates the whole detector in seconds. But the signal to measure
is extremely tiny, the wavelength dependence of the transit depth being a few 10−5 of the total flux. Several sources
of noise are higher than this level, such as instrument/telescope systematics, uncertainties due to the flux distribution
on the surface of the host star (limb darkening and star spots). To exploit the potential extreme signal-to-noise ratio
of the data series, exquisitely refined decorrelation of the systematics must be perfected.

We have done this for the ACS data on HD 189733, reaching the highest accuracy ever for a planetary transmission
spectrum (equivalent to 50 km height on the planet, Pont et al. 2008), and are working on NICMOS data for the
hot Neptune GJ 436b, and the WASP-1, WASP-2 and WASP-3 transiting systems. We have applied for time on the
refurbished HST to obtain a comprehensive transmission spectrum of HD 189733b with STIS (or COS in case of
failure to repair STIS) and NICMOS. With the GJ 436 data, we have the first spectrum of a Neptune-mass extrasolar
planet, a significant step towards the ultimate goal of biosignature detection on Earth-like planets.

Advanced decorrelation As a key part of this project, we will perfect the decorrelation algorithm for space-grade
spectroscopic time series. Our work on correlated noise in time series (Pont, Zucker & Queloz 2006, MNRAS 373,
231), has been parallel with the development of the widely-used decorrelation algorithm Sysrem (Tamuz, Mazeh
& Zucker 2005, MNRAS 356, 1466), and we have a close on-going collaboration with the Tel-Aviv group (S.
Zucker, T. Mazeh, O. Tamuz). We plan to use the same matrix approach for the HST data. The basic idea is to
consider spectrum time series as single matrices, with the two dimensions being wavelength and time, and to isolate
the planetary signal, instrumental systematics and wavelength-dependent variations of the host star by treating the
matrix as a whole. Sysrem simply finds the eigenvectors of the object versus time matrix in multi-object photometry.
But in the time of HST spectral time series, the wavelength and time residuals are highly correlated, and this
must be taken into account. We hope that the effort of perfecting such a matrix-based decorrelation algorithm for
spectral time series will be repaid by more robust and higher signal-to-noise transmission spectroscopy of planetary

Figure 4: HST time series of the water 1.4-micron absorption band in the
atmosphere of the transiting ice planet around GJ 436 (HST programme
GO-11306, PI Pont). The accuracy is sufficient to detect the presence of
water at the ∼ 1σ level, showing the way ahead for the characterisation
of the atmosphere of smaller planets.
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The background was taken to be the average of a large unilluminated
region above the spectral trace (we tested using different regions).
This is not ideal; as previously mentioned, the background varies
spatially over the detector. As a first-order correction, we instead
calculated the background separately for each pixel column, as the
average value of the unilluminated region above the spectral trace
along the column. Again we note that this does not provide a sat-
isfactory correction, as the background varies along both x and y.
Both global and wavelength-dependent corrections were used for
the subsequent analysis. For the remainder of this paper, we will
display results from data that are not flat-fielded, and using separate
columns for background subtraction, but our conclusions remain
the same for each case.

Extracted spectra from a typical in-transit and out-of-transit ob-
servation are shown in Fig. 3, giving approximately 430 000 elec-
trons in the brightest pixel channel, and approximately 120 000
electrons in the faintest channel. The features in the spectra do not
correspond to real stellar features, but result in variation of the sen-
sitivity of the grism with wavelength. Each wavelength channel in
the 1D spectra is then used to construct a time series, after binning in
5 pixels along the dispersion direction, resulting in 18 light curves.
A ‘white’ light curve was constructed by integrating the flux over
the entire wavelength range for each image. This was extended to
include 110 pixel columns, which minimizes systematics arising
from small changes in the position of the spectral trace. This is
plotted in Fig. 4, and shows the sampling of the light curve over the
five orbits. Systematics are evident in each orbit, but particularly for
orbit one. This is commonly found in similar NICMOS data (see
e.g. Sections 3.1 and 4.1). It is attributed to spacecraft ‘settling’
(e.g. S08; Pont et al. 2009), and orbit one is not considered in the
remainder of this work.

The raw light curves are shown in Fig. 5 for each of the 18
wavelength channels, after normalizing by fitting a line through
orbits 2, 4 and 5, and dividing the light curves by this function. The
light curves are clearly seen to exhibit strong time-correlated noise,
which needs to be removed if we are to measure the transmission
spectrum at the level required to detect molecular features. The
systematics may be understood to arise from small motions of the
spectra across the detector, related to the orbital motion of the HST .
Referring back to Fig. 3, the wavelike features in the spectra will
move into different wavelength channels and cause features on short

Figure 3. Extracted 1D spectra of a typical in-transit (green) and out-of-
transit (blue) observation of HD 189733 showing the number of electrons
collected per pixel channel. The wavelength decreases with increasing x
position.

Figure 4. Raw ‘white’ light curve of HD 189733 obtained by integrating
the flux from each spectra over all wavelengths, showing the sampling of
the transit, alongside its best-fitting model. While all orbits are seen to suffer
from systematics, orbit one exhibits by far the largest, commonly attributed
to spacecraft ‘settling’, and is excluded from subsequent analysis.

Figure 5. Raw light curves of HD 189733, for each of the 18 wavelength
channels from 2.50 µm (top) to 1.48 µm (bottom), after normalizing by
fitting a linear function through orbits 2, 4 and 5. Orbit 1 is not plotted as it
is discarded for the analysis. Clearly, time-correlated noise is present in each
light curve, and must be removed to measure the transmission spectrum. The
dashed grey lines show a transit model generated for HD 189733, used to
guide the eye.

wavelength intervals, even if the stellar spectrum and flat-fielding
are smooth.

The optical state parameters, described by S08, were therefore
measured in an effort to model and remove these systematic effects.
We extracted the shift of the spectral trace along the x-axis (!X)
by cross-correlation of the 1D spectra, the shift of the position of
the y-axis by averaging the centroids determined earlier (!Y) and
the angle the spectral trace makes with respect to the x-axis (θ ) by
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spatially over the detector. As a first-order correction, we instead
calculated the background separately for each pixel column, as the
average value of the unilluminated region above the spectral trace
along the column. Again we note that this does not provide a sat-
isfactory correction, as the background varies along both x and y.
Both global and wavelength-dependent corrections were used for
the subsequent analysis. For the remainder of this paper, we will
display results from data that are not flat-fielded, and using separate
columns for background subtraction, but our conclusions remain
the same for each case.

Extracted spectra from a typical in-transit and out-of-transit ob-
servation are shown in Fig. 3, giving approximately 430 000 elec-
trons in the brightest pixel channel, and approximately 120 000
electrons in the faintest channel. The features in the spectra do not
correspond to real stellar features, but result in variation of the sen-
sitivity of the grism with wavelength. Each wavelength channel in
the 1D spectra is then used to construct a time series, after binning in
5 pixels along the dispersion direction, resulting in 18 light curves.
A ‘white’ light curve was constructed by integrating the flux over
the entire wavelength range for each image. This was extended to
include 110 pixel columns, which minimizes systematics arising
from small changes in the position of the spectral trace. This is
plotted in Fig. 4, and shows the sampling of the light curve over the
five orbits. Systematics are evident in each orbit, but particularly for
orbit one. This is commonly found in similar NICMOS data (see
e.g. Sections 3.1 and 4.1). It is attributed to spacecraft ‘settling’
(e.g. S08; Pont et al. 2009), and orbit one is not considered in the
remainder of this work.

The raw light curves are shown in Fig. 5 for each of the 18
wavelength channels, after normalizing by fitting a line through
orbits 2, 4 and 5, and dividing the light curves by this function. The
light curves are clearly seen to exhibit strong time-correlated noise,
which needs to be removed if we are to measure the transmission
spectrum at the level required to detect molecular features. The
systematics may be understood to arise from small motions of the
spectra across the detector, related to the orbital motion of the HST .
Referring back to Fig. 3, the wavelike features in the spectra will
move into different wavelength channels and cause features on short

Figure 3. Extracted 1D spectra of a typical in-transit (green) and out-of-
transit (blue) observation of HD 189733 showing the number of electrons
collected per pixel channel. The wavelength decreases with increasing x
position.

Figure 4. Raw ‘white’ light curve of HD 189733 obtained by integrating
the flux from each spectra over all wavelengths, showing the sampling of
the transit, alongside its best-fitting model. While all orbits are seen to suffer
from systematics, orbit one exhibits by far the largest, commonly attributed
to spacecraft ‘settling’, and is excluded from subsequent analysis.

Figure 5. Raw light curves of HD 189733, for each of the 18 wavelength
channels from 2.50 µm (top) to 1.48 µm (bottom), after normalizing by
fitting a linear function through orbits 2, 4 and 5. Orbit 1 is not plotted as it
is discarded for the analysis. Clearly, time-correlated noise is present in each
light curve, and must be removed to measure the transmission spectrum. The
dashed grey lines show a transit model generated for HD 189733, used to
guide the eye.

wavelength intervals, even if the stellar spectrum and flat-fielding
are smooth.

The optical state parameters, described by S08, were therefore
measured in an effort to model and remove these systematic effects.
We extracted the shift of the spectral trace along the x-axis (!X)
by cross-correlation of the 1D spectra, the shift of the position of
the y-axis by averaging the centroids determined earlier (!Y) and
the angle the spectral trace makes with respect to the x-axis (θ ) by
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Figure 6. Extracted state parameters for HD 189733 observations for orbits
2–5. For orbit 3 we reconstruct the model baseline as a linear function of
all state parameters, plus a constant flux level, and the orbital phase of the
HST and its square. The coefficients for each parameter of the model are
determined from orbits 2, 4 and 5.

fitting a line to the centroids of the spectra. The width (W) of each
spectrum was also measured by fitting Gaussian functions along
each extraction column, and taking the average. In the absence of a
direct measurement of the temperature (T) of the detector, or a proxy
calculated from the bias levels (Gilliland & Arribas 2003), a proxy
for this was taken as the temperature of the NIC1 mounting cup
(S08). However, this is not monitored at a high enough precision to
accurately monitor the temperature. The temperature is an important
parameter to describe the state of a near-infrared (NIR) detector, and
this is likely an important limitation of NICMOS analysis. A plot of
the optical state parameters and the detector temperature is shown
in Fig. 6.

It is important to note that we extract our parameters slightly dif-
ferently from S08 in some cases. In particular we used an averaged
value for the shifts in position !X and !Y per image, in order to
monitor the overall optical state of the detector, and therefore had
identical parameters for all wavelength channels, unlike S08. S08
determined x and y positions by fitting spectra along diagonals and
rotating back along the two nominal axes, resulting in different pa-
rameters for each wavelength channel, and in some cases different
trends. In either case, the parameters show a similar dispersion and
amplitude, and should allow a similar removal of the systematics.

2.2 Analysis

Each light curve was decorrelated using the multilinear baseline
model from S08. This assumes that the baseline function can be
constructed by a linear combination of the optical state vectors
!X, !Y , W and θ , the proxy for the detector temperature T and
also the orbital phase of the HST (φH) and its square (φ2

H). In
addition, we used a constant vector to represent the out-of-transit

flux level (f 0), as clearly the overall flux level is not given by a
linear function of the state variables, but rather the state variables
are used to correct for variations from the expected out-of-transit
flux. These parameters are hereafter collectively referred to as the
‘decorrelation parameters’. For each wavelength channel, the out-
of-transit baseline flux is given by

yi =
N∑

k=1

βkXi,k + εi

at time i, where βk are the coefficients for each of the N decorrelation
parameters (in this case, f0, !X, !Y , W, θ, T , φH and φ2

H); Xi,k

is the value of each decorrelation parameter k for time i; and εi is the
corresponding residual. This may be easily written in matrix form
as

y = Xβ + ε,

where X is the state matrix containing the measured decorrelation
parameters, β is a vector containing the coefficients of each decorre-
lation parameter and ε are the residuals. The best-fitting coefficients
β̂ are then found by linear least squares

β̂ = (XT X)−1XT y

for orbits 2, 4 and 5 only. The model baseline function b can then
be reconstructed for all orbits from a linear combination of β̂ and
X:

b = Xβ̂.

Each light curve is then decorrelated by dividing through by the
model baseline function. This technique can only be expected to
work if we interpolate for the in-transit orbit, and if the baseline
function is well represented by the linear model over the range of
the decorrelation parameters.

For this analysis, each light curve is treated independently, with
β̂ calculated separately for each. An example of this decorrelation
process on one of the wavelength channels is shown in Fig. 7,
and all of the decorrelated light curves are shown in Fig. 8. S08,
who use a procedure similar to this, conclude that it satisfactorily
removes time-correlated systematics from the light curves. Whilst
our results agree with this conclusion for the out-of-transit orbits,
residual systematics are clearly visible in the in-transit orbit, which
is the important one for determining the radius ratio.

In order to obtain the transmission spectrum from the light curves,
a transit model must be fitted to each decorrelated light curve to
measure the planetary radius. We used the transit model described
in Gibson et al. (2008), which assumes a circular orbit to calcu-
late the normalized separation of the star and planet centres (z)
as a function of time, using the orbital parameters and the masses
and radii of the star and planet. The analytic models of Mandel &
Agol (2002) were then used to calculate the light curves from z,
the ratio of the planet-to-star radii ρ, and the limb-darkening pa-
rameters. The limb-darkening parameters were calculated in each
of the wavelength channels for a quadratic limb-darkening law (D.
Sing, private communication) using the methods described in Sing
(2010). The orbital parameters of the system and the stellar mass
and radius were held fixed at the values given by Pont et al. (2008),
and the central transit time was determined from the ephemeris.
Each decorrelated light curve was then fitted for ρ, to obtain the
transmission spectrum.

To calculate the uncertainty in ρ for each wavelength channel,
we used a residual permutation (or ‘prayer bead’) algorithm (see
e.g. Gillon et al. 2007; Southworth 2008), similar to that used in
Gibson et al. (2009, 2010). This method accounts for the correlated
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Figure 6. Extracted state parameters for HD 189733 observations for orbits
2–5. For orbit 3 we reconstruct the model baseline as a linear function of
all state parameters, plus a constant flux level, and the orbital phase of the
HST and its square. The coefficients for each parameter of the model are
determined from orbits 2, 4 and 5.

fitting a line to the centroids of the spectra. The width (W) of each
spectrum was also measured by fitting Gaussian functions along
each extraction column, and taking the average. In the absence of a
direct measurement of the temperature (T) of the detector, or a proxy
calculated from the bias levels (Gilliland & Arribas 2003), a proxy
for this was taken as the temperature of the NIC1 mounting cup
(S08). However, this is not monitored at a high enough precision to
accurately monitor the temperature. The temperature is an important
parameter to describe the state of a near-infrared (NIR) detector, and
this is likely an important limitation of NICMOS analysis. A plot of
the optical state parameters and the detector temperature is shown
in Fig. 6.

It is important to note that we extract our parameters slightly dif-
ferently from S08 in some cases. In particular we used an averaged
value for the shifts in position !X and !Y per image, in order to
monitor the overall optical state of the detector, and therefore had
identical parameters for all wavelength channels, unlike S08. S08
determined x and y positions by fitting spectra along diagonals and
rotating back along the two nominal axes, resulting in different pa-
rameters for each wavelength channel, and in some cases different
trends. In either case, the parameters show a similar dispersion and
amplitude, and should allow a similar removal of the systematics.

2.2 Analysis

Each light curve was decorrelated using the multilinear baseline
model from S08. This assumes that the baseline function can be
constructed by a linear combination of the optical state vectors
!X, !Y , W and θ , the proxy for the detector temperature T and
also the orbital phase of the HST (φH) and its square (φ2

H). In
addition, we used a constant vector to represent the out-of-transit

flux level (f 0), as clearly the overall flux level is not given by a
linear function of the state variables, but rather the state variables
are used to correct for variations from the expected out-of-transit
flux. These parameters are hereafter collectively referred to as the
‘decorrelation parameters’. For each wavelength channel, the out-
of-transit baseline flux is given by

yi =
N∑

k=1

βkXi,k + εi

at time i, where βk are the coefficients for each of the N decorrelation
parameters (in this case, f0, !X, !Y , W, θ, T , φH and φ2

H); Xi,k

is the value of each decorrelation parameter k for time i; and εi is the
corresponding residual. This may be easily written in matrix form
as

y = Xβ + ε,

where X is the state matrix containing the measured decorrelation
parameters, β is a vector containing the coefficients of each decorre-
lation parameter and ε are the residuals. The best-fitting coefficients
β̂ are then found by linear least squares

β̂ = (XT X)−1XT y

for orbits 2, 4 and 5 only. The model baseline function b can then
be reconstructed for all orbits from a linear combination of β̂ and
X:

b = Xβ̂.

Each light curve is then decorrelated by dividing through by the
model baseline function. This technique can only be expected to
work if we interpolate for the in-transit orbit, and if the baseline
function is well represented by the linear model over the range of
the decorrelation parameters.

For this analysis, each light curve is treated independently, with
β̂ calculated separately for each. An example of this decorrelation
process on one of the wavelength channels is shown in Fig. 7,
and all of the decorrelated light curves are shown in Fig. 8. S08,
who use a procedure similar to this, conclude that it satisfactorily
removes time-correlated systematics from the light curves. Whilst
our results agree with this conclusion for the out-of-transit orbits,
residual systematics are clearly visible in the in-transit orbit, which
is the important one for determining the radius ratio.

In order to obtain the transmission spectrum from the light curves,
a transit model must be fitted to each decorrelated light curve to
measure the planetary radius. We used the transit model described
in Gibson et al. (2008), which assumes a circular orbit to calcu-
late the normalized separation of the star and planet centres (z)
as a function of time, using the orbital parameters and the masses
and radii of the star and planet. The analytic models of Mandel &
Agol (2002) were then used to calculate the light curves from z,
the ratio of the planet-to-star radii ρ, and the limb-darkening pa-
rameters. The limb-darkening parameters were calculated in each
of the wavelength channels for a quadratic limb-darkening law (D.
Sing, private communication) using the methods described in Sing
(2010). The orbital parameters of the system and the stellar mass
and radius were held fixed at the values given by Pont et al. (2008),
and the central transit time was determined from the ephemeris.
Each decorrelated light curve was then fitted for ρ, to obtain the
transmission spectrum.

To calculate the uncertainty in ρ for each wavelength channel,
we used a residual permutation (or ‘prayer bead’) algorithm (see
e.g. Gillon et al. 2007; Southworth 2008), similar to that used in
Gibson et al. (2009, 2010). This method accounts for the correlated
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Figure 7. Example of the decorrelation procedure on one of the wavelength
channels. The top plot is of the raw light curve in electron counts. The green
points represent the reconstructed baseline function (b) used to decorrelate
the light curve. The bottom plot shows the decorrelated light curve along with
its best-fitting transit model, used to determine the planet-to-star radius ratio.
Whilst the out-of-transit orbits are usually whitened, residual systematic
noise is often seen in the in-transit orbit, showing the linear baseline model
is not robust.

noise in the light curve by reconstructing light curves by combining
the best-fitting model and its residuals, but shifting the residuals
before combining them to determine the effects of the correlated
noise on the determined parameters. This method preserves both
the correlated and random noise in the resampled light curves, and
therefore both are taken into account when determining uncertain-
ties.

The residual permutation was applied to the raw light curves
prior to performing the decorrelation procedure, in order to take
into account uncertainties from both the linear decorrelation and the
light-curve fitting. The best-fitting baseline function b and transit
model mbf were determined as before, and the residuals from the fit
r are used to reconstruct the light curve, but each time the residuals
are shifted by a random offset to give rp . Any residuals that fall
off the ‘edge’ are looped back to the beginning. The new light
curve yp is then reconstructed by adding the shifted residuals to
the best-fitting model, followed by a pointwise multiplication of the
best-fitting baseline function:

yp = (mbf + rp) ◦ (Xβ̂).

The decorrelation and light-curve fitting is done as before, to de-
termine ρ. The procedure is repeated 1000 times with random per-
turbations to the shift in residuals, each time varying the starting
value for ρ to ensure that the starting parameters do not affect the
results. The resulting distribution of ρ is then used to estimate its
uncertainty in each wavelength channel.

2.3 Results

The resulting NICMOS transmission spectrum for HD 189733 is
shown in Fig. 9. The data from S08 are also plotted for compari-
son, after converting from transit depth to ρ. For the most part, the
spectra show the same basic shape. It is not clear exactly where
the discrepancies in a few of the wavelength channels arise, but

Figure 8. Decorrelated light curves for each of the 18 wavelength channels.
Much of the time-correlated systematic noise is removed from the light
curves, as seen from a direct comparison with Fig. 5. However, some of
the correlated noise remains particularly in the in-transit orbit, and must be
taken into account in the error analysis of the transmission spectrum. The
dashed grey lines again show a transit model generated for HD 189733.

Figure 9. Transmission spectrum of HD 189733 generated by determining
the planet-to-star radius ratio from the decorrelated light curves for the 18
wavelengths channels. Our results are the red points, and those from S08
are shown in grey for comparison. The horizontal dashed line is the radius
ratio measured for the white light curve.

they are likely explained by one or a combination of the following:
different pixel columns and widths used for the wavelength chan-
nels, different methods used to determine the background, the fact
that we fit for the light curve rather than just taking an average of
the in-transit orbit, that the decorrelation parameters are extracted
slightly differently and finally the corrections applied by S08 for
limb darkening and star spots. We were unable to reproduce ex-
actly the same results as S08 using a global background correction.

C© 2011 The Authors, MNRAS 411, 2199–2213
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Problems...

• Correlated noise remains in the 
residuals of the systematics correction

• Final spectrum is highly dependent on 
difficult choices

• form of basis functions

• what to include in the training data

• Uncertainty of systematics correction 
impacts final spectrum uncertainties

• this is sometimes not propagated 
at all

• if it is done, it is in an ad-hoc way

2206 N. P. Gibson, F. Pont and S. Aigrain

Figure 12. Transmission spectra of HD 189733 generated by determining
the planet radius ρ for the 18 wavelengths channels. The top plot shows
the transmission spectrum obtained after applying the channel-to-channel
correction. The second plot shows the spectra by decorrelating the light
curves only using orbits 2 and 4. The third plot shows the result of a
‘quadratic’ decorrelation, and the bottom plot shows a linear decorrelation
but with the angle vector (θ ) removed from the state matrix (X). Again,
our results are the red points, and those from S08 are shown in grey for
comparison. The horizontal dashed grey line marks the level of the planet-
to-star radius ratio of the white light curve. For the last three cases the spectra
are altered considerably from the first, and none of the features reported in
S08 is present in all spectra using the different methods.

fitted for when determining the planetary radius, the residual per-
mutation algorithm cannot fully take this additional uncertainty into
account, as the residuals will not contain the signal of any induced
offset. To test for the possibility that the decorrelation methods may
not fully correct for the flux level, we repeated the decorrelation
process only using orbits 2 and 4 to determine the decorrelation
coefficients. Referring to Fig. 6, we are still interpolating for the
in-transit orbit for all the decorrelation parameters. Therefore, if the
model for the baseline flux is correct, we should still see similar
results. Fig. 13 shows an example of this decorrelation process. It
is clear that orbit 5 has a significant offset from the baseline flux of
orbits 2 and 4. This shows that the linear decorrelation method is not
robust when extrapolating over the decorrelation parameters. If the
functions describing the baseline function are not linear in nature
(which is by no means clear, as even assuming that the baseline flux
can realistically be written in terms of the optical state parameters

Figure 13. Example of the decorrelation procedure on one of the
HD 189733 wavelength channels, similar to Fig. 7, but showing a dif-
ferent wavelength channel, and now decorrelating only using orbits 2 and
4. It is clear that the decorrelation does not properly correct for orbit 5, and
an artificial offset is introduced by the linear baseline model. Note that this
offset is larger than the features in the reported transmission spectrum. We
argue that the decorrelation process may introduce similar spurious offsets
to the in-transit orbit, indistinguishable from a real atmospheric signature.

is a strong assumption), a spurious offset could just as easily be
induced in the in-transit orbit, leading to channel-dependent transit
depths, and resulting in a variable transmission spectrum.

The transmission spectrum obtained when decorrelating only us-
ing orbits 2 and 4 is shown in Fig. 12. As expected, the uncertainties
are now significantly larger than before (orbit 5 is not used in the
fitting process). However, the transmission spectrum shows a sig-
nificantly different structure than before (cf. Fig. 9). In fact the only
‘feature’ common to both is the dip at around 2.1 µm, although its
depth relative to the uncertainties varies. The edges of the spectrum
show quite different behaviour. We interpret the significant differ-
ences between the two spectra as evidence that the linear baseline
model is not sufficient to correct the light curves, and can induce
unwanted offsets in the in-transit orbit, which are indistinguishable
from a real atmospheric signal.

We also conducted additional tests to see how dependent the
transmission spectrum is on the decorrelation model. A ‘quadratic’
decorrelation was tried by adding the terms #X2, #Y2, W2, θ 2 and
T2, to the state matrix (φH already has a quadratic term). We also
made tests decorrelating the spectra after removing each vector
from the state matrix. We found the most important decorrelation
parameter to be θ , and to a lesser extent #Y . The other decorrelation
parameters play a much less important role. This is consistent with
the findings in S08, and is rather obvious after a closer inspection of
the decorrelation parameters in Fig. 6. θ and #Y show significant
offsets between the in-transit orbit and the out-of-transit orbits.
Thus, decorrelating with these state parameters causes larger shifts
in the in-transit orbit than the others, and consequently the most
significant corrections to the transmission spectrum.

The spectra produced using the ‘quadratic’ decorrelation, and
after removing θ from the state matrix, are shown in Fig. 12. Note
that all of the spectra plotted in Fig. 12 are plotted after the channel-
to-channel correction has been applied, but its exclusion does not

C© 2011 The Authors, MNRAS 411, 2199–2213
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Gaussian processes

• P(y | X, Θ) = N(m, K),     Kij = kΘ(xi, xj)

• Probability distribution over random functions

• use the data to learn the dependence of the systematics on the external 
parameters

• Bayesian

• built-in complexity penalty

• natural propagation of uncertainties to final spectrum

• Simultaneous modelling of systematics and transit function

• make optimal use of available data



Gaussian process regression

For a specific prior (kΘ), and dataset, obtain 
a predictive distribution for any new data point 
a marginal likelihood (expresses goodness of fit of the regression)



Gaussian process regression

C. E. Rasmussen & C. K. I. Williams, Gaussian Processes for Machine Learning, the MIT Press, 2006,
ISBN 026218253X. c� 2006 Massachusetts Institute of Technology. www.GaussianProcess.org/gpml
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Figure 2.2: Panel (a) shows three functions drawn at random from a GP prior;
the dots indicate values of y actually generated; the two other functions have (less
correctly) been drawn as lines by joining a large number of evaluated points. Panel (b)
shows three random functions drawn from the posterior, i.e. the prior conditioned on
the five noise free observations indicated. In both plots the shaded area represents the
pointwise mean plus and minus two times the standard deviation for each input value
(corresponding to the 95% confidence region), for the prior and posterior respectively.

which informally can be thought of as roughly the distance you have to move in
input space before the function value can change significantly, see section 4.2.1.
For eq. (2.16) the characteristic length-scale is around one unit. By replacing
|xp−xq| by |xp−xq|/� in eq. (2.16) for some positive constant � we could change
the characteristic length-scale of the process. Also, the overall variance of the magnitude

random function can be controlled by a positive pre-factor before the exp in
eq. (2.16). We will discuss more about how such factors affect the predictions
in section 2.3, and say more about how to set such scale parameters in chapter
5.

Prediction with Noise-free Observations

We are usually not primarily interested in drawing random functions from the
prior, but want to incorporate the knowledge that the training data provides
about the function. Initially, we will consider the simple special case where the
observations are noise free, that is we know {(xi, fi)|i = 1, . . . , n}. The joint joint prior

distribution of the training outputs, f , and the test outputs f∗ according to the
prior is �

f

f∗

�
∼ N

�
0,

�
K(X, X) K(X, X∗)
K(X∗, X) K(X∗, X∗)

��
. (2.18)

If there are n training points and n∗ test points then K(X, X∗) denotes the
n × n∗ matrix of the covariances evaluated at all pairs of training and test
points, and similarly for the other entries K(X, X), K(X∗, X∗) and K(X∗, X).
To get the posterior distribution over functions we need to restrict this joint
prior distribution to contain only those functions which agree with the observed
data points. Graphically in Figure 2.2 you may think of generating functions
from the prior, and rejecting the ones that disagree with the observations, al- graphical rejection

For a specific prior (kΘ), and dataset, obtain 
a predictive distribution for any new data point 
a marginal likelihood (expresses goodness of fit of the regression)
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GPs for transmission spectra

• P(y | X, r, Θ) ~ N(m, K)

• targets y = array of relative flux measurements

• inputs X = {time, pointing, satellite orbital phase, detector temperature, 
wavelength...}                          use only orbital phase and pointing

• mean function m = ftransit (t, rλ,Θtransit)

• Kij = Σl k(Xli, Xlj, Θcovariance)        use squared exponential

• We want to measure r (wavelength-dependent planet-to-star radius ratio)

• marginalise over Θ (all other hyper-parameters)      use MCMC (adaptive 
sampling) and a fast machine



Gaussian process regression

C. E. Rasmussen & C. K. I. Williams, Gaussian Processes for Machine Learning, the MIT Press, 2006,
ISBN 026218253X. c� 2006 Massachusetts Institute of Technology. www.GaussianProcess.org/gpml
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input: X (inputs), y (targets), k (covariance function), σ2
n (noise level),

x∗ (test input)
2: L := cholesky(K + σ2

nI)
α := L�\(L\y)

4: f̄∗ := k
�
∗ α

�
predictive mean eq. (2.25)

v := L\k∗
6: V[f∗] := k(x∗,x∗)− v

�
v

�
predictive variance eq. (2.26)

log p(y|X) := − 1
2y

�α−
�

i log Lii − n
2 log 2π eq. (2.30)

8: return: f̄∗ (mean), V[f∗] (variance), log p(y|X) (log marginal likelihood)

Algorithm 2.1: Predictions and log marginal likelihood for Gaussian process regres-
sion. The implementation addresses the matrix inversion required by eq. (2.25) and
(2.26) using Cholesky factorization, see section A.4. For multiple test cases lines
4-6 are repeated. The log determinant required in eq. (2.30) is computed from the
Cholesky factor (for large n it may not be possible to represent the determinant itself).
The computational complexity is n3/6 for the Cholesky decomposition in line 2, and
n2/2 for solving triangular systems in line 3 and (for each test case) in line 5.

of the likelihood times the prior

p(y|X) =
�

p(y|f , X)p(f |X) df . (2.28)

The term marginal likelihood refers to the marginalization over the function
values f . Under the Gaussian process model the prior is Gaussian, f |X ∼
N (0,K), or

log p(f |X) = − 1
2 f
�K−1

f − 1
2 log |K|− n

2 log 2π, (2.29)

and the likelihood is a factorized Gaussian y|f ∼ N (f ,σ2
nI) so we can make use

of equations A.7 and A.8 to perform the integration yielding the log marginal
likelihood

log p(y|X) = − 1
2y

�(K + σ2
nI)−1

y − 1
2 log |K + σ2

nI|− n
2 log 2π. (2.30)

This result can also be obtained directly by observing that y ∼ N (0,K +σ2
nI).

A practical implementation of Gaussian process regression (GPR) is shown
in Algorithm 2.1. The algorithm uses Cholesky decomposition, instead of di-
rectly inverting the matrix, since it is faster and numerically more stable, see
section A.4. The algorithm returns the predictive mean and variance for noise
free test data—to compute the predictive distribution for noisy test data y∗,
simply add the noise variance σ2

n to the predictive variance of f∗.

2.3 Varying the Hyperparameters

Typically the covariance functions that we use will have some free parameters.
For example, the squared-exponential covariance function in one dimension has
the following form

ky(xp, xq) = σ2
f exp

�
− 1

2�2
(xp − xq)2

�
+ σ2

nδpq. (2.31)

Rasmussen & Williams (2009)

work with residuals of mean function
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Application to NICMOS HD189733b data

test orbit (normally discarded as too difficult to model...)





overall covariance

covariance 
hyperparameters

white noise variance

radius ratio

zero point



Final spectrum



Final spectrum



An entropy criterion for systematic trend discovery 
in large ensembles of time-series

Roberts et al (in prep.), McQuillan et al. (in prep)



Kepler

• 0.9m Schmidt telescope with 110 sq.deg. FOV at L2

• Simultaneously monitor > 105 stars every 30 min for 4 years

• On-board aperture photometry, precision down to ~10 ppm

• Primary goal: detection of transits of exoplanets, including Earth-like

• First 4 months of data now public

• Gold mine for stellar science

• My interest: activity and angular momentum evolution





Kepler variability studies

• Based on quarter 1: 33 days

• Basri et al. (2010a,b)

• >50% (80%) of Kepler (G-)dwarf targets are quieter than the Sun

• Important implications for prospected for detecting Earth analogs

• much larger fraction of significantly variable stars are periodic 

• Ciardi et al. (2010):

• different light curve preprocessing and variability statistics, similar 
variability fractions

• tantalisingly bimodal variability distribution - old & young populations?



Kepler processing

KSCI-19045-001:  Kepler Data Release 5 Notes                                        6/4/2010 
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4. Data Delivered – Processing History 

4.1 Overview 

This Section is unchanged from the Release 4 Notes. 

The delivered FITS files were processed as shown in simplified form in Figure 2.  What is referred 
to as “raw” flux time series in the Kepler Archive Manual is the result of calibrating pixels, 
estimating and removing sky background, and extracting a time series from a photometric 
aperture, and is referred to in these notes as “uncorrected” flux time series.  The “corrected” flux 
time series has been decorrelated against known system state variables, such as pointing.  In 
these Notes, we refer to “detrending” as an operation that removes low-frequency features of a 
light curve, using only the light curve data itself – such as subtracting the results of a median 
boxcar or centered polynomial (Savitzky-Golay) fit from the data.  “Cotrending,” on the other 
hand, removes features correlated between the light curve and ancillary data, with some loss of 
low-frequency information and consequent signal distortion.  Cotrending is also referred to as 
“systematic error removal.” 

 

Figure 2:  Processing of data from raw pixels to flux time series and target pixel files 
archived at MAST.  The target pixel files generated at MAST from the calibrated Cadence 
files delivered by the SOC have identified cosmic-ray events removed.  The corrected flux 
time series delivered to MAST contain stellar variability and have -Infs for bad or missing 
data.  In the corrected light curves used internally in the SOC for detecting planets, 
outliers are identified, and bad or missing data are filled by an autoregressive (AR) 

Basri et al. use raw flux 
+ low-order polynomial

Ciardi et al. use 
systematics-corrected flux
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Kepler systematics

• Attitude jitter / drift

• variable stars among guide stars...

• affects flux through intra- and inter-pixel sensitivity variations

• Temperature changes

• Background changes

• Detector degradation?

• Anything else?



Linear basis models for systematic trends

• flux = sum(coeffs * common trend) + intrinsic variations + noise

• Problem: how to chose the basis?

• Systematics: common to many stars. Helps but still under-constrained

• Intrinsic variations: could be anything: generally treated as IID noise...



The Kepler pipeline systematics correction

• Correct for discontinuities due to known events

• Linear basis model using {x, y, roll, temperature, background} as basis

• if a star appears variable after correction, attempt to remove the variability 
from original LC, then repeat systematics estimation

• If the correction made RMS >5% worse for a given star, revert to original

• Kepler science team warn this correction is optimised and tested for transit 
detection (timescales 2-12h) only



Problems...
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3. More or less linear ramps over the processing interval.  

4. Harmonic signals above the threshold, but the harmonic fit does not produce a good fit, 
and current algorithm fails to recognize that cotrending has performed badly. 

5. Non-harmonic signals for which current algorithm fails to recognize that cotrending has 
performed badly 

6. Harmonic signals above the threshold for which the fit is good, but PDC incorrectly 
determines that target was cotrended well when treated as non-variable (Figure 11). 

A thorough study of astrophysical signal distortion by PDC is planned, but has not been 
performed to date.  Users may be helpful to this effort by reporting light curves, in which they 
suspect that a signal has been distorted or removed, to the Science Office at kepler-
scienceoffice@lists.nasa.gov. 

 

Figure 11:  Q1 example of PDC removal of harmonic stellar variability which falls below the 
harmonic variability detection threshold after initial cotrending. The amplitude of the 
harmonic is +/- 0.5%, exceeding the threshold of +/- 0.25%, before initial cotrending.   The 
cotrending reduced the variability below the threshold, so the identification of the target 
as harmonic was considered mistaken as per Section 4.4.1 Step 8, hence the star was 
reprocessed as a quiet star, and a harmonic term was not identified and set aside for later 
restoration. 



Problems...
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Figure 9:  Q1 example of PDC adding short-period noise to an intrinsically complex light 
curve. 

 

Figure 10:  Q1 Example of PDC misidentifying an eclipse as a discontinuity, and 
mistakenly introducing a discontinuity into the light curve. 

4.4.3 Removal of Astrophysical Signatures 

PDC can remove astrophysical signatures if they are: 

1. Harmonic, but have periods > 5d and fall below PDC’s detection threshold for stellar 
variability.  In Release 5, the center-peak threshold is 0.25%, which for otherwise quiet 
stars allows a harmonic with a peak-to-peak amplitude of 0.5% to go undetected. 

2. Spikes a few Cadences wide (Figure 12), such as flares. 



Alternative class of approaches

• Construct the basis from linear combinations of the light curves themselves

• LCi = Σj≠i βij LCj + Si + noise

• solve for the β’s by ignoring S (!)

• Problems:

• global variance is dominated by intrinsically variable stars

• ~all stars are intrinsically variable at Kepler precision



Our approach

• Construct the basis from linear combinations of the light curves themselves

• LCi = Σj≠i βij LCj + Si + noise

• we solve for the β’s by ignoring S (still) but using Bayesian linear 
regression, which gives us probabilities p(β)

• Each LC gives a putative systematic trend, specified by a column of β

• True systematic trends should be present in many LCs: 

• rank them by Shannon entropy H(βi) = Σj βij P(βij)

• combine highest H trends (details, details...)

• Repeat procedure until gain in explained global variance flattens out

• The few trends identified thus form final basis
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Module by module trends











Revisiting the bimodality



Autoregressive models by spectral type



Summary

• It’s not because we are attempting to measure signals that we know are 
barely detectable that we should not use Bayesian methods

• quite the contrary!

• It’s always worth finding a way to express the constraint we instinctively want 
to apply

• If you’re interested in either using GPs for astronomical (time series) 
applications, or using Kepler data for variability studies, do talk to me!


